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Related Works

 Problem: Landmarks with medium 
or small sizes are difficult to be 
recognized. 

 Reason: Concurrent methods [1-3] 
only use features from one 
semantic level. 

 Our method: Exploiting the 
multiscale features for hierarchical 
attention to depict image 
representation of landmarks with 
different scales and distance, as 
shown in Fig. 1.

Contribution: 
 A hierarchical attention fusion 

network.
 A self-supervised loss function.
 A new state-of-the-art on several 

geo-localization benchmarks.

INTRODUCTION

A hierarchical attention fusion network for geo-localization. 
Approach: Extracting the multi-scale feature maps from a convolutional neural 

network (CNN) to perform hierarchical attention fusion for image representations. 
Advantage: Since the hierarchical features are scale-sensitive, our method is 

robust to landmarks with different scales and distances. 
Experimental Results: indicate that our method is competitive with the latest 

state-of-the-art approaches on the image retrieval benchmarks and the large-
scale geo-localization benchmarks.
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Fig.2. The architecture of the proposed method

Fig.1. Comparison of feature 

emphasis. 

Network Architecture: As Fig. 2 shows, we perform the attention 
fusion over the obtained features to produce strong image 
representation for landmarks with different scales.

Training Objective: For a pair of image 𝐼𝑞 , 𝐼𝑟 , we include a detection 
term to compute their differences: 
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Thus, the triple ranking loss is defined as:
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Table1: Results for compact image representations (256-D).

Table2: Best adaptive weights which produces the best recall@5 for each benchmarks.
Fig. 3: Comparison of recalls at N top retrievals with the state-of-the-arts methods.

We compare our method with the state-of-the-art methods, NetLAVD [1], CRN [2], and SuperPoint [3]. 

 Image retrieval benchmarks: 
The results are displayed in Table 1. Our results set the state-of-the-art for compact image representations (256-D) on all three 
benchmarks. On all metrics, our margins consistently exceed the mAP of other methods by 1 to 5%.

 Geo-localization benchmarks:
We report the Precision-Recall plot for each method in Fig. 3. Our method outperforms other methods under different recall@n
thresholds on all benchmarks.
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