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« Determined by the criterion of minimizing the error rate on the training set. -
y J J number of latent variables number of latent variables Please see our paper for references and other details .



